Abstract:

In this talk I present an extension of Burgin’s approach that generalizes Kolmogorov Complexity. I prove that only four axioms and some additional properties of the encoding are sufficient to prove most of the results in algorithmic information theory, including universality, randomness, and topological properties. Moreover, we can also include the complexity defined for languages into this theory, thus state complexity for regular languages becomes a particular case of an Encoded Blum Static Complexity (EBSC) space.
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